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Photochemical processes in HYBINO;—H,0, andcis- andtransHONO following overtone excitation of

the OH stretching mode are studied by classical trajectory simulations. Initial conditions for the trajectories
are sampled according to the initially prepared vibrational wave function. Semiempirical potential energy
surfaces are used in “on-the-fly” simulations. Several tests indicate at least semiquantitative validity of the
potential surfaces employed. A number of interesting new processes and intermediate species are found. The
main results include the following: (1) In excitation of HN® the fifth and sixth OH-stretch overtone,
hopping of the H atom between the oxygen atoms is found to take place in nearly all trajectories, and can
persist for many picoseconds. H-atom hopping events have a higher yield and a faster time scale than the
photodissociation of HN@into OH and NQ. (2) A fraction of the trajectories for HNgshow isomerization

into HOONO, which in a few cases dissociates into HOO and NO. (3) For high overtone excitation of HONO,
isomerization into the weakly bound species HOON is seen in all trajectories, in part of the events as an
intermediate step on the way to dissociation into @HNO. This process has not been reported previously.
Well-established processes for HONO, including-disns isomerization and H hopping are also observed.

(4) Only low overtone levels of HN§-H,0 have sufficiently long liftimes to be spectrocopically relevant.
Excitation of these OH stretching overtones is found to result in the dissociation of the cluster H hopping, or
dissociation of HN@ does not take place. The results demonstrate the richness of processes induced by
overtone excitation of HN@species, with evidence for new phenomena. Possible relevance of the results to
atmospheric processes is discussed.

I. Introduction ciation of HNG; and water-clustered HN{ n the ultraviolet

Interest in the dvnamics of nitric acid Qitr (UV) region, and UV photodissociation of HONO has also been
acid FH%SN 0) :n dythaé niﬁﬁcoagi?/\i;g?comc Ea(; (Iflkl?@—Hog)s studied*~17 experimentally as well. Photochemistry in the UV
' P 2 region of HONO and of HN@has been examined theoretically.

is in part due to their role in the chemistry of the upper and . o . . .
. , For example, vertical excitations to different electronic excited
lower atmosphere. These molecules are present in the earth’s

I~ 820
atmosphere and are involved in chemical reactions which States of HN@have been computed by ab initio calculatighd:

influence urban air pollutionand stratospheric ozone deple-

tion.23 It is therefore important to understand the mechanisms
of the photolysis of these molecules. Nitric acid and nitrous
acid have strong hydrogen bonding interactions and, in the

presence of water, form complexes. This background has

motivated intensive studies of the photolysis of the molecules
and their complexes.

Three different mechanisms of photodissociation of HNO
molecules into HOt NOy have been reported. The first mech-
anism involves electronic transition, the second involves excita-
tion to electronic states via initial vibration excitation in the
ground-state potential, and the third mechanism involves visible
excitation of the OH stretching vibration overtone transitions.

Electronic excitation of HNQ@ and HNQ—H,0 has been
studied in numerous laboratory experimént$of photodisso-
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Staikova and Donaldséhused ab initio and density functional
theory (DFT) calculations to estimate vertical excitations to
different electronic excited states of HNQ = 2, 3, 4) and
their hydrates. Electronic photodissociation from specific vi-
brational levels of the excited electronic states has been studied
both experimentalR}—25 and theoretically#s-28 However, the
processes induced by electronic excitations are still not well-
understood quantitatively, and electronic potential energy sur-
faces of the systems studied here are not available yet. As a
result, dynamics simulations of these systems have not been
performed.

A second mechanism for dissociation of HNé@nd HONO
is vibrationally mediated photodissociation. In this case, the
fragmentation of the excited molecules proceeds via vibrational
excitation in the ground electronic state followed by excitation
to an electronically excited state, i.e., this process requires two
photons. For example, the vibrationally induced photochemistry
of transHONO was studied experimentalfy3! using the OH
stretching overtone transitions on the ground-state potential. This
mechanism has also been studied experimertaf§for HNOs.
This mechanism for overtone-enhanced photodissociation, which
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involves absorption of two photons, is unlikely to be important
in the atmosphere because of the relatively low light intensities.
However, Donaldson et &f. proposed that it could generate
HOx under some conditions in polar regions where there is high
attenuation of UV radiation.

A third mechanism for dissociation of OH-containing atmo-
spheric species such as HONO and HN&as suggested by
Donaldson et al?-38 This mechanism involves visible excitation
of high OH stretching vibration overtone transitions of the
atmospheric molecules, followed by dissociation. An overtone
of the OH stretching vibration is excited, and the dissociation
of the N—O bond occurs because of the energy flow out of the
OH stretching mode into the HENO, coordinate. Although
overtone transitions are intrinsically weaker than the funda-
mentals, their higher energy places them in the visible region
of the solar spectrum where the sunlight intensity is latger.
Theoretical studies of the photodissociation of HNi®volving
state-selective excitation of the OH single-bond stretch were
carried out by using a two-dimensional model of HN® the
ground-state potenti® and the three-dimensional model of
HNO; in the ground-state potenti#l-42 In a recent combined
theoretical and experimental stuththe vibrational predisso-
ciation of the weakly bound HOONO was observed by following
the first OH overtone excitation. Theoretical studies of photo-
dissociation of HONO involving the OH stretching overtone
excitation in the ground state were carried out by the group of
Thompsorf4—46 They**47 used empirical potentials for classical
trajectory calculations in order to study the dissociation of
HONO, the cis-trans isomerization of HONO, and the intramo-
lecular vibrational energy redistribution (IVR) in HONO. These
theoretical studies support the mechanism of the photodisso-
ciation of the N-O bond in HONO following overtone
excitation of the OH stretching mode.

However, these potentials have not been used to date for
dynamic simulations of larger systems such as HN@d
HNO3z;—(H20) n, n= 1—3. An analytical potential energy surface
was develope® for HNO; in order to study the IVR using
molecular dynamics simulations. This potential is fitted to
describe dissociation of the molecule but cannot describe other,
reaction channels for HN§Another example is the overtone-
induced dissociation of HNOwhich was studied by Staikova
et al*® by using DFT calculations at the BSLYP#3611++G
(3df, 3pd) level of theory. However, this stulyloes not present
molecular dynamics simulations. Furthermore, while the po-
tentials used describe dissociation of HN®ey do not address
other reaction channels such as isomerization.

The current study presents classical trajectory simulations of
HNO3;, HNOs;—H,0, andcis- andtransHONO, by using the
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II. Methodology

A. Potential Energy Surface (PES).Theoretical studies of
large systems require not only accurate potentials but also
potentials that are not very computationally expensive. For
example, Oppel and Paramori&w? used an accurate ab initio
potential in order to study the dissociation of the-® bond in
HNOs;, but computed the potential only along 2 degrees of
freedom. Ab initio potentials become too costly computationally
as the size of the system increases and as the evaluated points
cover a higher domain of coordinates. In dynamical simulations,
the values of the PES are evaluated thousands of times along
the trajectories; therefore by using ab initio potentials, the
dynamic simulations become very expensive, especially for large
systems. Classical dynamic simulations were carried out by the
group of Thompsot—% in order to study the cistrans
isomerization and the dissociation of HONO by overtone
excitation of the OH stretching vibration. They used several
different PES'’s for the dynamic simulations in three studfe®
In two studies’**5the PES was generated by using the ab initio
calculations with a 4-31G basis %€t and by incorporating
empirical information where appropriate. In the third stdély,
they used a semiempirical valence bond (EVB) potential for
HONO, in which they slightly modified the EVB potential’'s
expression of Chang and Millét. Although these classical
molecular dynamics calculatiotfs*6 are not computationally
expensive for a small molecule such as HONO, it is not known
for certain whether these potentials are applicable for systems
such as HN@ and HNQ—H->O studied here. It is also not
known whether these potentials are too costly to apply to the
systems of interest here. Moreover, these fitted potentials cannot
sample all the species obtained by the dynamics simulations.
An analytic potential was developed by Liu et‘&for studying
the dissociation of HN@ into OH + NO,; however, this
potential cannot probe other reaction channels for HN®
principle, fitted analytical potentials cannot predict new events.

Therefore, one of the objectives of the current study was to
use a realistic PES applicable for the systems studied here for
the “on-the-fly” simulations and which is capable of describing
different channels of reactions also. We applied the PM3
semiempirical electronic structure metffdefin order to study
the photochemical processes of atmospheric molecules by using
classical molecular dynamic simulations. The PM3 potential
does not require restriction to eliminate coordinates, and it allows
the study of different paths along the PES. PM3 is one of several
modified semiempirical neglect of diatomic differential overlap
(NDDO) approximation method¥.In the PM3 approximation,
not all the integrals which are required in the formation of the
Fock Matrix are calculated. The three- and four-center integrals

semiempirical PM3 potential energy surface (PES) to study the are neglected in PM3, whereas one-center and two-center
direct OH stretching overtone-induced behavior of these atmo- electron integrals are parametrized. Thus, in principle, the PM3
spherically relevant molecules. The overtone transitions of the approximation resembles ab initio methods more than the force
OH stretching vibration were calculated by using the anharmonic field methods. The accuracy of PM3 was tested here for HONO
CC—VSCF method%5! The advantage of the PM3 potential and is discussed in section Ill. As is the case for other single
for the purpose of this study is that this potential is computa- configurational methods, PM3 is not capable of correctly
tionally efficient and applicable to relatively large systems. The describing the dissociation of molecules into radicals. However,
PM3 potential can also be used to study different reaction it is useful for examining such processes, since the PM3
channels along the potential energy surface by “on-the-fly” description of the elongation of bonds is more correct. If it is
molecular dynamics simulations. As discussed below, the PM3 assumed that dissociation takes place once the bond has
potentials are at least semiquantitatively valid for most processeselongated beyond some critical distance, PM3 is then useful in
and intermediate species involved. Using certain assumptions,providing insight into this process. Shemesh et®akported

we also applied the PM3 potentials to the treatment of homolytic classical molecular dynamics simulations by using the standard
bond breaking. Several new processes and intermediates ar®€M3 potential for ionic glycine. The results demonstrated
predicted using this method, and new insight into the photo- fragmentation of glycine into ion radicals. The topic of bond
chemistry of HNQ and complexes with water are gained. breaking into radicals is detailed in section Il for each system.
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As for the HNGQ—H,O complex, the description of hydrogen probability of the wave function of the excited vibrational state
bonding present in this system is not perfect by the PM3 and from the “tails” of this wave function. The initial normal
potential (PM3 is known to give errors for hydrogen borfds§! coordinates of the other vibrations of the molecule were selected
but the transition-state structures of its dissociation to HNO from the maxima of the probability of the wave function in the
and HO, obtained by PM3 and MP2/DZP methods, are similar. ground vibrational state.

Therefore, it can be assumed that PM3 possesses the capability The corresponding momentum values of the normal modes
to describe the dynamics at least qualitatively. were calculated for each normal mode as follows. For all the
B. VSCF Calculation of Vibrational Wave Functions. After normal modes except the excited OH stretching vibration, the
the harmonic normal-mode analysis was performed by using momentum was calculated from the zero-point energy of each
the standard PM3 for each molecule, the anharmonic wave normal mode. The momentum of the excited OH stretching
functions were calculated by using the VSCF and the-CC  mode was calculated by the following equation:
VSCF method$%°1The potential along each normal mode was
computed for a grid of 16 points, and the interactions between .
each pair of normal modes were obtained on a square grid of P= i‘/z xEB—2x V(Qi) )
16 x 16 points. The anharmonic effects are considerably
important for higher vibrational excited states. Therefore, the WhereE: is the total energy, namely, the sum of the zero-point
overtone transitions of the OH stretching vibrations were €nergy and the minimum energy of the equilibrium structure,
computed by using the VSCF and €@SCF approxima- and V(Q) is the value of the energy of the wave function in
tion 5051 Miller et al 52 computed the overtone transitions of the grid pointj. For the same structure, the value of momentum of
OH stretching vibration of HN@ HNO,, andcis- andtrans- the OH stretching vibration was chosen in the two opposite
HONO, using the ab initio MP2/TZP energi#$4 The com-  directions for two different trajectories.
puted anharmonic frequencies were found to be in a good D. “On-the-Fly” Molecular Dynamics (MD) Simulation.
agreement with the experimental spectroscopic results for theln the current study, an “on-the-fly” molecular dynamics
first, second, and third overtone excitations. The overtone method®® which is implemented in the electronic structure
excitations of the OH stretching mode upite= 4 have small program package GAMESS;72was used for the simulations.
deviations from the experimental results (see ref 62). As The procedure of the “on-the-fly” molecular dynamics (MD)
mentioned above, PM3 potentials are more affordable for method is as follows. At each very small time step of the
dynamics simulations than MP2 potentials. For consistency, in trajectory, the current potential energy surface, namely, the PM3
this study, we use the PM3 method both for the vibrational state potential, is evaluated and the forces are computed. Availability
and for the dynamics calculations. of the analytic derivatives in PM3 is critical in this respect. Then,
C. Sampling of Initial Conditions. At sufficiently high atoms are moved according to these calculated forces along the
energy, classical mechanics should provide a reasonable appotential to a new position on the potential energy surface. This
proximation for the dynamics. To apply dynamical mechanism new position is the next time step of the simulation. The forces
to these processes, it requires sampling of initial conditions for at this new position are calculated, and the atoms are moved
the classical trajectories from the initial wave functions of the according to these new forces. This procedure continues up to
excited vibrational states. Several methods were proposed inthe time at which the simulation is selected to stop. The
the literatur&66 for representing the distribution of classical propagator which is used in the electronic structure program
positions and momenta for a given state. The Wigner distribution package GAMES® is reported in detail in ref 69. The SCF
functiorf” is among the most familiar distribution functions (RHF) convergence criterion which was used in the simulations
proposed for this purpose. It has several advantages and igs 10°° whereas the default value which is employed in the
extremely useful. However, work done in our group indicates standard GAMESS codgis 10°°. The convergence criterion
that a more simplistic sampling method can also be adequate,of 10-° was tested and found to give accurate force calculations
especially for highly excited initial states that are more classical for the time scale of the trajectories for all the current systems
in character. which have been studied here. The time step sizes of 0.05 and
A first step for sampling the initial coordinates and the initial 0.08 fs were used for the dynamics simulations of HN@d
velocities is calculation of the vibrational states of the OH HONO in order to conserve energy during all 100 ps of the
stretching vibration at the PM3 electronic structure level of simulations, whereas for HNG H0, the time step size which

theory by using the anharmonic G&SCF method?-51Miller was used for all the trajectories was 0.1 fs.
et al®288 described this procedure in detail with respect to the
vibrational spectroscopy of HONO, HNCHNO,, HNO;—H0, lll. Results and Analysis

H,SO4, and HSO,—H20. The wave functions of the normal
modes in each vibrational state of the molecule are calculated A. Initial States. The equilibrium geometries of HND
along the normal coordinate The weight of each trajectory is  HNO3—H;O, andcis- and transHONO were calculated by
given by the following function: using the standard PM3 semiempirical electronic structure
theory>5%in the GAMESS packag®.The optimized geometries
N of these molecules are shown in Figure 1. In our recent study,
W@y, -, dn) = Cly1,(ay) rl W(a)l? (1) the structures of these molecules were computed using the MP2/
= TZP ab initio method354 The calculated structures of these
molecules using the PM3 method are similar to those obtained
where €, ..., gn) are the normal coordinates of the configu- using the ab initio MP2/TZP. The values of the angles and bond
ration,q; is the normal coordinate of the OH stretching vibration distances computed by both methods were very similar, with
at vibrational state, g is the normal coordinate of the individual  only small differences. The range of the deviation of the bond
vibration, N is the total number of the normal modes, ahds lengths of the PM3 method compared with the ab initio MP2/
a normalization constant. The initial coordinates of the OH TZP method is~0.01-0.1 A, while the angles deviate by
stretching vibration were selected from the maxima of the ~1.1-4.6°.
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Figure 1. The optimized equilibrium structures of (els-HONO, (b)transHONO, (c) HNGQ, and (d) HNQ—H.0. Bond lengths (in angstroms)
and angles (in degrees) are given for the PM3 level.

In our recent study, the fundamental frequencies of HNO
HNO3;—H;0, andcis-andtransHONO were computed by using
the CC-VSCF metho5!at the MP2/TZP levet®4Here, we
calculated the fundamental frequencies of the current systems
using the CC-VSCF approximation with the PM3 electronic
structure method. Obviously, the fundamental frequencies which
are obtained by using the ab initio MP2/TZP potential are in
better agreement with the experiment than the PM3 electronic
structure. However, comparison of these two methods did not
show large differences for most of the fundamental frequencies**+ —*
of the current systems. The mean deviation of the fundamental
frequencies which were calculated by PM3 method for HNO
and cis- and transHONO from the MP2/TZP method is 130
cm1, whereas for HN@-H,0, it is 95 cn™. In short, struc- Figure 2. Snapshots of hopping of hydrogen atom in HN@he
tures and frequencies of the current systems calculated by theSimulation is evaluated after excitation to the vibrational state 7.
PM3 method are similar to those calculated at the MP2/TZP ¢, — 3 is 9593.23 cmt (~27 kcal/mol) for the HN@—H,0

level. complex.

The direct OH stretching overtone-induced dynamics of these  Fourteen trajectories were obtained for HN@order to study
molecules and the initial conditions for the dynamic simula- the OH overtone-induced dynamicsvat 6, and 79 trajectories
tions were obtained by the procedure described above in sec-aty = 7. ForcissHONO, 16 trajectories were obtainedhat=
tion II.C. The overtone transitions used correspond to the 7, while 80 trajectories fotranssHONO were obtained at this
vibrational states = 6 andv = 7 for HNG;, v = 7 for cis- vibrational state. Finally, 50 trajectories were computed for
and transHONO, andv = 3 for HNO;—H,0. It should be HNO;—H,0.
noted here that these vibrational states are the highest vibrational B. Intramolecular Hydrogen Hopping in HNO 3. Intramo-
levels of the OH stretching vibration that could be obtained by lecular hydrogen hopping was predicted in the present studies
the CC-VSCF calculations. For higher overtone levels, the for both HNG; and HONO. While intramolecular hydrogen
VSCEF calculations fail to converge, indicating that the corre- hopping in HONO is well-known in the literature, this process
sponding states are very short-lived. The OH stretching overtonehas not been previously studied theoretically for HINO
excitation bands in HN@for the vibrational states = 6 and All the trajectories at the vibrational state= 7 of HNO3;

v =7 are 20 425.50 crt (~58 kcal/mol) and 24 795.73 cth exhibited hopping of the hydrogen between the oxygen atoms,
(~71 kcal/mol), respectively. The OH stretching overtone whereas only a few trajectories at the vibrational stete6 of
excitation ¢ = 7) bands ircis-andtransHONO are 24 351.59  HNO; exhibited hydrogen transfers. Figure 2 shows typical
cmt (~70 kcal/mol) and 25 338.98 cm (~72 kcal/mol), hydrogen transfers between the three oxygen atoms in HNO
respectively. Finally, the OH stretching overtone excitation band at the vibrational state = 7 in one simulation. The strength of
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Figure 4. Snapshots of hopping of hydrogen atontisHONO. The
simulation is evaluated after excitation to the vibrational stete 7.
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Figure 3. The distribution of the number of the hydrogen hoppings in
HNO; during the time of the simulation: (a) at the vibrational state
= 6, (b) at the vibrational state = 7.
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the H-ONO; bond is 423.4 kJ mol, 7 corresponding to 35 392 (b)
cm™L. This is significantly greater than the energy available in
the overtones, 20 425.50 cifor v = 6 and 24 795.73 cni

for v = 7. Thus, while the hydrogen hops from one oxygen to
the next, there must be a significant contribution from energy
release due to formation of the new-® bond as the hydrogen
transfers.

Figure 3 describes the distribution of the number of the
hydrogen hoppings in HNQin the vibrational states = 6
(Figure 3a) and = 7 (Figure 3b). The number of the hydrogen
transfers av = 7 is clearly larger than at = 6. The hydrogen
is transferred mostly during 2040 ps of the simulations at
= 6, while atv = 7, this process took place mostly during the Time (p8)
first 20 ps of the simulations. However, as seen from Figure 3,
this phenomenon did not disappear and continued out to at leasfigure 5. The distribution of the number of the hydrogen hoppings

during the time of the simulation at the vibrational state 7: (a) in
the 100 ps used in the simulations. Simulations for a longer i< NGO and (b) intrans-HONO.
time (~300 ps) for HNQ at the vibrational state = 7 show
that the hydrogen transfers between the oxygen atoms continuefiydrogen atom hops from O atom to O atom. However, our
beyond 100 ps. It is possible that for longer times than used in work is the first theoretical study which verifies this phenom-
these simulations the intramolecular vibrational energy transfer enon in the case of overtone-induced excitation.
suppresses this effect. The hydrogen transfer phenomenon also takes placésin

The predicted migration of the hydrogen between the three andtransHONO atv = 7. Figure 4 presents the snapshots of
O atoms in HNQ is supported by an experiment of Donahue 1 of 14 trajectories which show the hydrogen hoppingis
et al’ who studied the addition ofOH to NO,, forming HONO atv = 7. The first hydrogen hop between the O atoms
vibrationally excited HON@ They observed that tHéO atom is very fast, occurring at 1 ps; however, the hydrogen also hops
in the 180H radical exchanged witkO, i.e., to form160OH, at 71 ps and even at 98 ps. Figure 5a describes the distribution
suggesting facile H atom transfer in the vibrationally excited of the number of hydrogen transfers égis-HONO atv = 7
HONO, complex. The hopping of the hydrogen in both HNO  during 100 ps simulations. As seen from Figure 5a, the largest
and HONO was also studied experimentally by Greenblatt and number of hydrogen transfers occurs during the first 20 ps, and
Howard® who reported the rapid oxygen atom exchange then decreases slowly. The phenomenon of the hydrogen
betweenOH and N%0, and N®O reagents using laser transfers is a more frequent eventdis-HONO than in HNQ
magnetic resonance detection of the reagé@H and the (Figure 5a compared to Figure 3Db).
product’®OH. The experimental results suggested that, during  Hydrogen hopping iiransHONO at the vibrational state
the collisions between thé®OH and NSO, or N0, the = 7 also appears in all 80 trajectories (Figure 5b). Similarly to

M No. of Hydrogen Transfers

0-20 20-40 40-60 60-80 80-100
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the case otissHONO, the hydrogen hops not only in the first
picoseconds, but also at longer time scales within the simula-
tions. Figure 5b shows the distribution of the number of
hydrogen transfers ittansHONO atv = 7 out to 100 ps. There
are two significant differences between ttnansHONO and
both cisHONO and HNQ at v = 7. First, the largest number
of hydrogen hops occurs during the first 20 ps ¢&HONO
and for HNQ, while for transHONO, the largest number of
hops is at 66-80 ps. Second, the peak number of hydrogen
transfers intransHONO during the time of the simulations is 15ps
larger than in HN@ and in cisHONO (Figure 5b compared —
to Figure 5a and Figure 3b). These differences can be ex-
plained by the differences in the vibrational excitation energy

of these species. The overtone excitation of the OH stretching
vibration in HNG; is 24 795.73 cm?, and incisHONO, it is

24 351.59 cm?, while for transHONO, the excitation fre-  Figure 6. Snapshots of the formation of HOONO and HGONO

quency of the overtone of the OH stretching vibration is larger radicals from HNQ. The simulation is evaluated after excitation to
25 338.98 cmt ' the vibrational state = 7.

Recently, Luckhau$77 used fully coupled six-dimensional
(6D) direct quantum dynamics to study the 1,3-intramolecular
hydrogen transfer irtisHONO for the first and second OH :
stretching overtones and reported that the barrier height for this
process roughly coincides with the energy of the second OH
stretching overtone. We focused studyingrors 7 for HONO
and did not carry out calculations for lower excitation levels.
However, our results in combination with those of LuckH&ds
suggest that H hopping is a general phenomenon induced by
overtone excitation. Another theoretical study was reported by
Herrera and Toro-Labb®,who studied the intrinsic reaction
coordinate (IRC)#using the ab initio and DFT methods. The
barrier height of the H atom transfer process was calculated to
be 44.12 kcal/mol (15 433.18 cri) by Hartree-Fock calcula-

tions and 30.75 kcal/mol (10 756.35 cihby DFT calculations. Figure 7. Snapshots of the formation of HOON frofrans HONO.

The excitation Qnergy of the = 7 vibratio.nal states imisf . The simulation is evaluated after excitation to the vibrational state
andtransHONO is above these values and is therefore sufficient — 7.

to overcome this barrier. back into HNQ, although it is less stable. However, in some
C. Formahon Of HOONO and .HOO + NO from H.N.O 8 of the simulations, HOO and NO radicals were produced from

Peroxynitrous _aC|d .(HOONO_) IS an 1somer of nitric acid the HOONO isomer (Figure 6). The mechanisms for the HOO

(HONG;), and is an intermediate in the O# NO; reaction. | N reaction have been studied by Zhu and®tiasing the

Lo o ) .
Re(;gntlyj ﬁb |n|r:|o IZA(IDD éﬁ%p.VTZ Iev_eI O.f th]?ory (lzallculatlonzl DFT/B3LYP method and the transition-state theory calculations.
predicted that the Isomer s significantly less stable g o rier height which was predicted by Zhu and®Lifor

(by 29.0 kcal/mol) than HON® The reaction paths for the the isomerization of HN@to HOONO is 55 kcal/mol (19 239
format|'on of Fhe HOQNO frorﬁ OH- NO, have been reported cm™ 1), while the OH stretching overtone excitation bands used
extensively in the literatur8*° We present here the first ¢ "7 oo q "7 2 20 425.50 ot (~58 kcal/mol) and
classical molecular dynamics simulations of the formation of 24 795.73 cmt (~71 kcal/mol) . respectively, i.e., above the
HOONO from HONQ via an overtone transition of the OH height barrier. A further interesting process predicted by these

itr;etc.hlrlg \_/lbratlhon. I?hth(ef3|mui§tlons% 9[];]79:'%18"38”?5' only simulations is the isomerization between the three different
rajectories show the formation of the ISOMET.  onformers of HOONO: cisperp, cis-cis, and transperp

Snapshots of 1 of the trajectories can be seen in Figure 6, WhiChHOONO. Zhao et a¥® calculated the geometries and the
shows that the formation of the HOONO isomer inVOVes oo riiag of these conformers by using the DFT/B3LYP method.
hopp_lng .Of the H_atom betw_een 2 oxygen atoms. Whether the However, these are the first dynamics simulations showing
hopping is a requirement for isomerization of HJ0 HOONO HOONO formation from HNQ overtone photochemistry.

to occur is not known. Although hopping was always observed 5 £0ation of HOON (hydroperoxynitrene) from cis-

to precede the isomerization in these simulations, it could simply ;4 transHONO. A very interesting result is the formation of

be a separate path that occurs on a shorter time scale thaqhe HOON species, which is observed ail the dynamics
isomerization. The same is true for isomerization of HONO and simulations ofcis- and trans HONO. This isomer appears to

HNO,. be a species somewhere in the range between an unusually
In the simulation shown in Figure 6, the HOONO isomer is Strong van der Waals Comp|ex and a very Weak|y Chemica”y
produced at 15 ps. The mean time scale for the formation of hound compound. The snapshots of one of the simulations,
HOONO is 41+ 8 (10) ps (all uncertainties cited in this paper which shows the formation of HOON fromnansHONO, can
are one standard deviation). The weighted average yield for thepe seen in Figure 7. This simulation shows that the process of
formation of HOONO is~4%. formation of HOON involves hydrogen transfers. In the simula-
It should be noted that, iall the simulations of HN@in tion in Figure 7, the time at which HOON forms is 25 ps,
which the HOONO is produced, the isomer is not converted whereas the mean time scale of the formation of HOON
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79 ps

Figure 8. Snapshots of the formation of HNGrom transHONO.
The simulation is evaluated after excitation to the vibrational state
=17.

computed for all trajectories is 1& 2 ps. Likewise, the
simulation oftransHONO, the formation of HOON froneis-
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Figure 9. The potential energy during the first 4 ps of the simulation

HONO, also involves hydrogen transfers, and the mean time of transHONO by (a) MP2/DZV level and (b) PM3 method.

scale of the HOON formation is 3% 7 ps.

It should be noted here that @il the simulations otis-and
transHONO, as the HOON is produced it converts very rapidly
(in a few femtoseconds) to HONO, and the HOON forms again
a few times during the simulations.

To examine if the isomer is an artifact of the PM3 potentials

converts rapidly back to HONO. For example, in only one
simulation of cisHONO was HNQ produced without back
conversion tocisHONO. The same result has been obtained
in a few simulations ofransHONO.

The isomerization of HONO to HNfvia electronic transi-

used, the equilibrium structure of this new species was calculatedtions has been reported previously in the literature. Koch and

by using the MP2/DZP method. The computed harmonic
vibrational frequencies of th&ransHOON isomer were as
follows: 3734 cnt! (OH stretch), 2459 crt (N—O stretch),
728 cnt! (HOO bend), 421 cm' (O—O stretch), 238 cmt
(NOO bend), and 185 cm (out-of-plane vibration). The
distances of the NO, O—0, and G-H bonds are 1.15 A, 2.02
A, and 0.98 A, respectively. The angles NOO and OOH are
118.4 and 95.9, respectively. It should be noted here that the
obtained G-O bond length in the simulations is 1.45 A. For
the cisHOON species, intrinsic reaction coordinates (IRC)

Sodeatf studied the isomerization processtansHONO to
HNO; using UV radiation. The authd® reported that the
isomerization proceeds more readily tiansHONO thancis-
HONO, because the H atom can move more easily toward the
nonbonding electron pair located on the N atom. Nguyen et
al. 2 used ab initio calculations and DFT to calculate the overall
profile of the potential energy surface (PES) for HNOhe
author§® reported that electronically excited HONO can either
undergo 1,2-hydrogen transfer to produce HNID dissociate
into H+ NO;, or HO + NO. They also reported the transition-

calculations using the PM3 potential show a minimum structure state structure for the 1,2-hydrogen transfer process and com-

where the N-O, O—0, and O-H bonds are 1.12 A, 1.73 A,

puted the energy barrier for this process as 55.8 kcal/mol (19 518

and 0.94 A, respectively, and the angles NOO and OOH are cm™1). Thev = 6 andv = 7 OH-overtone excitation energies

115.76 and 108.52, respectively. Finally, the energy difference
betweertransHOON andtransHONO as computed by MP2/

DZP is 2.0 eV, while the PM3 result is 1.92 eV. This gives
some confidence in the PM3 potential surface for this case.

(58.4 and 70.9 kcal/mol) are sufficient to overcome this barrier.
F. Dissociation of the N-O Bond in Atmospheric Mol-

ecules.Donaldson et ai’-38 proposed that atmospheric mol-

ecules such as HNand HONO dissociate as a result of OH

The HOON isomer has not been reported previously in the stretching overtone excitation in the visible region. In the current

literature. However, Fueno et ®lstudied the 1,3-intramolecular
hydrogen transfer in the imineperoxide (HNOO) isomer which

work, we tested this general mechanism using realistic (PM3)
potentials for HONO, HN@ and HNQ—H,O systems. As

produces HOON using the MCSCF calculations. The presentdiscussed in section I, the PM3 potential is similar to the ab
study demonstrates another pathway to the formation of the initio potential for these systems but is not expected to correctly

HOON isomer upon overtone excitation of HONO.

E. Formation of HNO, (hydrogen nitryl) from cis- and
transsHONO. Snapshots from one of nine simulationgdrains
HONO showing the formation of HNgOsomer can be seen in
Figure 8. The formation of the HNOsomer was also observed
in four simulations otissHONO. As in the formation of HOON,
the formation of HNQ involves hydrogen transfers between
the two O atoms in the HONO molecule and then transfer to
the N atom to produce the HNGsomer (see Figure 8). The
time of formation of the HN@from thetransHONO is 79 ps
in the particular simulation shown in Figure 8, while the mean
time scale of the formation of this species is about 3 ps.
The yield of the formation of this species is about 18%.

The mean time scale of the formation of HN®om cis-
HONO as a precursor is 3& 19 ps, and the yield is about
32%. However, the HN@generated in these trajectories usually

describe homolytic bond breaking. To describe dissociation to
radicals correctly, one must apply a multiconfigurational
technique such as MCSCF. Because of its high cost, we use
here a single configuration PM3 potential, but we limit our study
to those parts of the PES that are still far from fully dissociated
products. Simulations are stopped when the length of the bond
which is about to break becomes large2(A), and it can be
assumed that dissociation is going to happen. In other words,
we do not really look at bond breaking, but rather at a
dissociation criterion at sufficient bond elongation.

To test the simulations which were performed using the PM3
potential, we compared the potential energyrahsHONO to
calculations which were carried out using the ab initio MP2/
DzV method. It is important to note here that the initial
structures of thearansHONO by the two methods are very
similar. Figures 9 and 10 show the PM3 potential energy of
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Figure 10. The potential energy during the first 2 ps of the simulation
of transHONO by (a) MP2/DzV level and (b) PM3 method.

transHONO versus time (along the trajectory) in comparison
with the ab initio MP2/DZV potential for the corresponding
trajectory, demonstrating that they are qualitatively similar. For
example, as seen from Figure 9, up to 2 ps both MP2 and PM3
potential energies do not change greatly, showing only small
fluctuations. At~2.8 ps, both potentials have a minimum: the
value of the PM3 potential energy decreases4y015 au (0.4
eV), while the value of the MP2/DZV potential decreases by
~0.011 au (0.3 eV). At-3.5 ps, both potentials increase to a
maximum point: the value of the PM3 potential energy
increases by~0.007 au (0.2 eV) from the minimum at 2.8 ps,
while the value of the MP2/DZV potential increases+.011

au (0.3 eV). In summary, both methods give similar qualitative
results for the potential energy surface along the time of the
simulation.

It is also interesting to compare the processes that were
obtained by these two methods. The first hopping of the H atom
in the transHONO in the MP2/DZV potential occurs at4
ps, while this process in the PM3 potential occurs-ab ps.
Thus, for this process, the time difference is substantial.

During the simulations using both PM3 and MP2 methods,
the N—O bond of thetransHONO becomes long enough to
indicate dissociation of the NO bond. The distance for
dissociation of the NO bond was predicted from calculations
of the potential energy surface as a function of theQ\bond
in transHONO, using the PM3 method. In these calculations,
the distance for dissociation of the-ND bond intransHONO
is 2.602 A, and the threshold barrier for dissociation is 2.193
eV. The experiment&l value of the threshold of HONO is

J. Phys. Chem. A, Vol. 110, No. 16, 2008349

Potential Energy (eV)

0

< - (arlwigsstrom ) : o
Figure 11. The potential energy as a function of the-® bond
distance in HG-NO,, by MP2/DZV level (solid line) and by PM3

method (dashed line).
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Figure 12. The distribution (in percentage) of the dissociation of the
N—O bond in HNQ during the time of the simulation. The simulations
of 79 trajectories are evaluated after excitation to the vibrational state
v=7.

the PM3 method (2.08 eV) is higher than the calculated
dissociation threshold obtained using the ab initio MP2/DZV
method (0.85 eV). In fact, perturbation theories such as MP2
often give barriers and thresholds that are too low. The
experimentdt value is 2.076 eV, again in good agreement with
PM3. In addition to the fact that the PM3 threshold value is
reasonable, the simulations using this potential with the distance
cutoff give systematically reasonable results and support the
use of PM3. According to the calculations, the mean time for
dissociation of HONQ@atv = 6 is 31+ 8 ps, and the probability

of this process is~73%; while the mean time for dissociation
atv =7 is 36+ 4 ps, and the probability is85%. As expected,
the probability of the dissociation of the-ND bond in HONQ
increases with the level of the vibrational state of the OH

60-80 80-100

2.0796 eV. Such good agreement is indicative of a reasonablystretching vibration, i.e., at higher overtone excitations of the

sufficient quality of the PM3 potential in describing breaking
of the N—=O bond up to its dissociation barrier. It is reasonable
to assume that the critical length of the—l® bond at
dissociation incissHONO is almost the same as thattians
HONO. Therefore, we assume that during the simulations the
dissociation of the N-O bond in HONO occurs when the-MND
bond is elongated up to 2.602 A.

The dissociation threshold for the-ND bond in HNQ was
calculated using the PM3 method and the ab initio MP2/DZV
level. In the same manner as for the HONO, during the
simulations of HO-NO, we assume that the dissociation of
HO—NO; into HO + NO, occurs when the NO bond distance
becomes greater than 2.075 A. As can be seen from Figure 11
the calculated dissociation threshold which was obtained using

OH stretching vibration, the probability that the molecule will
dissociate is higher.

It is also interesting to estimate the mean number of hydrogen
transfers before the dissociation of the-® bond occurs. The
mean numbers of hydrogen transfers before the dissociation in
HNO3z atv = 6 andv = 7 are~1 and~4, respectively. Figure
12 shows the distribution of the percentage of the dissociation
of the N—O bond in HONQ during the time of the simulations
at v = 7. For the vibrational state = 6, ~29% of the
simulations led to dissociation within the first 20 ps, while
~36% led to dissociation in the 40 ps time frame. Because
the energy flows between the different normal modes during
the time of the simulations, including flow of kinetic energy to
the H atom, the process of dissociation is delayed. On the other
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Figure 13. The distribution (in percentage) of the dissociation of the
N—O bond intransHONO during the time of the simulation. The
simulations of 80 trajectories are evaluated after excitation to the
vibrational statev = 7.

period of the simulation into HNO+ H,O. For example, in
the specific trajectory of the complex shown in Figure 14, the
vibrational predissociation of the complex occurs at 4 ps, while
hand, at the vibrational state= 7, for ~35% of the simulations, ~ the mean time of the vibrational predissociation is®.5 ps.
the dissociation occurs during the first 20 ps of the simulations. As discussed earlier, processes such as dissociation and hopping
As discussed earlier, the dissociation also continues to occur atof the hydrogen atom between O atoms are possible for
longer times. uncomplexed HN@and HONO for sufficiently high overtone
For cis- andtrans HONO, the mean times of the dissociations ~€xcitations ¢ = 6 and/orv = 7). These relevant excited states
are 31+ 7 ps and 21+ 2 ps, respectively. As in the case of can be described by the VSCF calculations and could be
HNOs, hydrogen transfers occur in HONO before the dissocia- Measured by experiment. In contrast, for 3 in the HNQ—
tion of the N—O bond. The number of hydrogen transfers before H20 complex, VSCF fails to converge, suggesting that the

the dissociation of the NO bond incisHONO is ~7, while overtone states do not seem to exist or that they have very short
in transHONO, it is ~6. Figure 13 summarizes the time lifetimes, making them irrelevant for our purpose. This is due
distribution of the N-O bond dissociation yields fotrans to the strong couplings and the fast intramolecular energy

HONO. Dissociation occurs for-38% of the trajectories for ~ redistribution (IVR) which finally leads to the very fast
cisHONO and~55% for trans-HONO. In general, the prob- dissociation of the complex.

ability of the dissociation otis- and transsHONO decreases Recently, we calculaté@the anharmonic fundamental fre-
almost exponentially with the time. Koch and Satigwedicted quencies of HN@-H;O using the CCVSCF approxima-
that the energy flow between the normal modesansHONO tion®051 at the MP2/TZP levet364 The computed frequencies

is faster than incisHONO, and this prediction explains the are in good agreement with the spectroscopic experimental
higher probability of dissociation dfansHONO compared to ~ results. In the present study, we calculated the anharmonic
cissHONO; this is because excitation energyvof 7 in trans fundamental frequencies of HNOH,O, using the standard
HONO is higher than ircissHONO (as mentioned earlier). PM3 potential. The mean percent of the deviation of these
G. Cis—Trans lIsomerization of HONO. One of the frequencies from the frequencies which were obtained by the
processes extensively described in the literature both ex- MP2/TZP method is 3%. These results indicate that the
perimentally>—8 and theoreticall§f—47.76.77.95,99105 s the cis- equilibrium structure which is calculated using both potentials
trans isomerization of HONO. We did not focus on this process is very similar. The energy transfer from the OH stretching
here, because it has been extensively studied both experimentallyibration in HNG; into the HO molecule occurs not far from
and theoretically. However, it is important to note here that our the equilibrium structure; therefore, the anharmonic vibrational
classical molecular dynamics simulations that employed PM3 frequencies which were obtained by the VSCF calculations using
potentials also predicted the occurrence of-tians isomer- the standard PM3 electronic structure justify the use of the PM3
ization, but in the present case, as a result of vibrational OH- potential in the current study.
overtone excitation. On the other hand, the dissociation of the complex occurs
H. Vibrational Predissociation of HNO3;—H>0. The 1:1 relatively far from the equilibrium structure, and there, PM3
HNOs;—H0 cluster has been proposed to be present to a smallmay fail to describe the IVR in the nonequilibrium structure.
extent in the troposphef& This cluster may also be a The computed strength of the HNOH,O hydrogen bond with
reasonable model for HNOadsorbed on water film or ice  respect to the separated fragments using the PM3 method is
surfaces. Therefore, it is of interest to study not only the ~0.29 eV, whereas using the MP2/TZP method, the value is
photodissociation of HNg) but also the photodissociation of ~0.48 eV; the MP2/aug-cc-pVDZ level, which was used by
HNO3;—H,O. So far, the photodissociation of HNOH,O McCurdy et alt% predicted~0.45 eV, and Tao et &P® which
following overtone excitation has not been studied experimen- used high-level ab initio calculations predicte.41 eV. These
tally or theoretically. Here, we present the first theoretical study results may indicate that the process of dissociation of the
which deals with the mechanism of photodissociation of the complex using the PM3 method is faster than that using the ab
complex by the second overtone excitation of the OH stretching initio potentials, because of the lower energy required by this
vibration of HNG; in the complex. process. The lifetime of the complex predicted by MP2
Fifty molecular dynamic simulations were performed for this calculations which are presumably more accurate should be
system using the PM3 semiempirical electronic structure longer than the lifetime of the complex obtained by using the
potentiab®>36-59and the direct “on-the-fly” classical dynamics. PM3 method, but qualitatively, we believe that the behavior
In all the simulations, the complex dissociates in a very short remains the same.
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different modes as a function of time when the OH stretching
vibration is initially excited tav = 7. These modes were selected
from the set of nine modes, since they mostly show an energy
transfer behavior. Anticorrelation between effective temperatures
(kinetic energy) of two modes shows energy transfer behavior.
As seen from Figure 16, the temperature of the excited OH
stretching vibration decreases in very few femtoseconds and
then remains almost constant. The efficiency of the energy flow
between the OH stretching vibration (frequency: 3839.63%¢m
and the NQ asymmetric stretching mode (frequency: 2077.11
cm™Y) is due to 2:1 Fermi-resonance between these two modes.
0 1 2 The energy of the OH stretching vibration also flows into the
Vibrational state ONGO;, out-of-plane vibration. Another efficient energy transfer
Figure 15. The distribution of the energy left in HNgafter the is obtained between the N@eformation and the NOH bend.

dissociation of HN@-H,O as a function of the vibrational states. A further approach to probe the energy flow is to examine
the couplings between various modes. Miller et®alalculated
Perhaps the most interesting aspect of the dissociation of theine values of the anharmonic couplings between modesfor H
complex HNQ—H:0 is the vibrational energy remaining in  sq,. By using these calculations for HNQthe strongest cou-
HNO after the separation of the two molecules. Figure 15 shows plings had been obtained between the OH stretching vibration
the probability that the HN® will “fall” to the ground and the NOH torsion mode (the coupling strength is 385%9m
vibrational state after dissociation, using “box quantization” by gnd petween the OH stretching vibration and the R@nmetric

assigning the energies in the region 182395 cn1! to the stretching mode (the coupling strength is 1485&mn
vibrational stater = 0, energies in the region 2595056 cnr!

to the vibrational state = 1, and energies in the region 5656
8122 cnt! to the vibrational statev = 2. Although the
probability that the HN@*“falls” to the ground vibrational state
v = 0 is very high (62%), there is 30% probability at= 1
(and 8% atv = 2) of “hot” molecules of HNQ being produced
in the photodissociation of the complex.

I. Kinetic Energy Flow between Normal Modes in HNO,.
The IVR of HONO has been studied in detail in the literattife
by classical trajectory simulations. To the best of our knowledge,
the IVR of HNG; has not been reported in the literature. The
IVR of HNOgs is particularly relevant here, to understand the
effect of the overtone excitation of the OH stretching vibration
in HNO3 on the energy transfer between normal modes and
hence on the dissociation of theID bond.

The statistical approach to reaction dynamics is based on the
assumption that the IVR takes place in the time scale of a few . X S -
picoseconds. In terms of temperature, in this time scale the of eac_h of_thes_e two vibrations |nd|V|d_uaIIy with the OH
normal modes should equilibrate to a common temperature. Thestretchlng V|.brat|on were o_bser_ved experimentéy. o
normal modes of the equilibrium structure were used in order ~ The couplings between vibrational modes are essential in IVR
to analyze the energy partition into the normal modes during and in photoreactions. In our simulations, the energy flows from
the simulation. It should be noted that the normal mode the OH stretching vibration into different vibrations, and not
approximation fails for large displacements from the equilibrium. immediately into the N-O stretching vibration, but eventually,
The mean energy partition into the normal modes was calculatedit does at relatively long times. Also, experimental combination
using 77 trajectories with their statistical weights obtained from modes of the OH stretching vibration and the-® stretching
the distribution function described earlier in section I1.C. vibration were not observed by Feierabend é0&at*This may

The kinetic energy of each mode in each trajectory is be because there is strong coupling between the other modes
calculated during the dynamics and averaged using the distribu-in HNOjs, so that the energy does not flow into the-®
tion function (see section I1.C). The temperature of each mode Stretching vibration immediately and the dissociation of HNO
is then obtained from the average kinetic energy in each mode.occurs only after considerable delay. Another process which is

The temperature of each mode at titis therefore defined by ~ competitive with the dissociation of HNOappears in our
simulation: the hopping of the hydrogen between the oxygen

P (E)

Feierabend et dP81%%have observed a number of combina-
tion bands and overtone combination bands of HNi®the
region 2006-8500 cntl. Their analysis of the frequencies and
intensities of the observed transitions indicate that there is some
degree of coupling between local modes of H\@ersisting
at high overtone excitation energies. Feierabend &¢8af°
measured the following combination modes of HiNChe
combination mode which includes the OH stretching vibration
and the NQ asymmetric stretching mode and also the combina-
tion of OH stretching vibration with ONg@out-of-plane mode.
This is experimental evidence for significant coupling between
these modes. Feierabend ef%1®also observed that NOH
torsion, OH stretching, and NGsymmetric stretching modes
give the most intense combination bands in the spectra of$:iNO
Combination bands of N&leformation and the NOH bend have
not been observed experimentally. However, combination bands

20, Eikin(t) atoms. This process could_explgin the stagnatipn of the kinetic
T = z - ) energy of the OH stretching vibration (see Figure 16). The
T [ barriers to hopping of the H atom are quite small. The H atom
receives energy from the excited OH stretching vibration, then
where the sum is over all the trajectories sampledis the “hops” to a different O atom and donates part of the energy to
statistical weight of the trajectoliyks is the Boltzmann factor,  a “new” OH stretching vibration. This process is likely to delay
andE, (1) is the kinetic energy of the trajectoiyat timet. the dissociation of the NO bond in HNQ (and also the

Because the fluctuations of the temperature have high isomerization process). As mentioned above, the H mostly
frequency, they were smoothed with respect to time variation, “hops” during the first 20 ps, and the mean time scales of the
and therefore, the temperatures are referred to as effectiveN—O bond dissociation in HN®for v = 6 andv = 7 are 31
temperature. Figure 16 shows the effective temperature of + 8 ps and 36t 5 ps, respectively. The mean time scale for
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Figure 16. The effective temperature of different normal modes of HN® a function of time. The OH stretching vibration is initially excited
tov=7.

the isomerization is 41 8 ps. Therefore, it is possible that and co-worker®-38 suggest that these overtone absorptions can

IVR is suppresses both processes. lead to an enhancement in the overall rate of photodissociation
J. Possible Atmospheric Implications.Nitric and nitrous in polar regions where the intensity in the UV that leads to

acids play major roles in the chemistry of polluted urban dissociation via electronic transitions is reduced. This photo-

atmosphere$.Thus, nitrous acid absorbs light in the region chemistry regenerates highly reactive Hdd NQ species that

between 300 and 400 nm, wavelengths that reach the earth’scan continue to drive atmospheric chemistry.

surface. This electronic transition leads to dissociation to form  The present work shows that not only dissociation but also

the highly reactive OH free radical that drives the chemistry of hopping of the hydrogen from one oxygen to another in HNO

the atmosphere. Indeed, in polluted urban areas, HONO is theoccurs upon overtone excitation. In the first 100 ps, there are

major source of OH not only at dawn but also when averaged 1—2 hydrogen transfers for HN{excited tovoy = 6 (Figure

over 24 ht10-112The present studies show that dissociation can 3a). Forvoy = 7, there are about-89 hops in the first 100 ps,

also occur through overtone transitions. However, this is unlikely but the calculations suggest that the hopping continues into

to be important compared to the electronic photochemistry, longer times (Figure 3b). The fact that the hydrogen is quite

which is fast! Perhaps more interesting is the identification of mobile suggests the possibility that, during collisions with

HOON as an intermediate in the overtone photochemistry of atmospheric gases, transfer of the hydrogen to the colliding gas

HONO, suggesting it may also play a role in the HONO molecule might be possible. For example, collision with O

recombination in air. could lead to HQ + NOs; the endothermicity of this reaction
The major oxide of nitrogen directly emitted from combustion corresponds te-18 660 cm*, well below the energies of the

sources is NO, which is converted in air to Nénd ultimately von = 6, 7 overtones at 20 425 and 24 795 cyirespectively.

to HNOs.! Nitric acid is a very “sticky” molecule which ~ The nitrate (NQ) radical thus formed photolyzes via two paths,

undergoes relatively rapid wet and dry deposition either as a the most important one generating N& O (3P) (a minor

gas or in the form of particulate nitrate. As a result, nitric acid channel in the N@photolysis gives NO+ O,). The oxygen

is considered the end product of VOGIO, oxidations in air. atom adds to @to form O, so that the net reaction is

Any processes which result in conversion of HNi@ack to a hy. O

photochemically active form of NQ(e.g., NO, NQ, HONO) (HONOZ)* + O, — (HO, + NO,) — HO, + NO, + Oy

are referred to a “renoxification”. The form of nitric acid on

surfaces is not well-understood, but likely involves complexes In contrast to direct photodissociation to OGHNO,, this net

with water. As a result, understanding the photochemistry of reaction would also generate ans @olecule. Ozone is an

nitric acid and its water complexes is important. important tropospheric constituent in that it is a toxic air
The strongest light absorptions for nitric acid electronic pollutant for which air quality standards are set to protect human

transitions are below 290 nm, but there is a weak absorption health as well as agriculture and materials; it is a greenhouse

that extends to large wavelengths, causing dissociation to OHgas; it absorbs UV and is a major source of the OH free radical

+ NO,. The overtone bands of the ground electronic states arein air.! A similar process could potentially occur in the case of

much weaker, but occur at longer wavelengths in the visible HONO.

region (500-1000 nm) where there is higher solar intensity. Using RRKM calculations, Donaldson et3lestimated that

However, the overtone photochemistry is unlikely to be suf- the lifetime of HNQ excited to 6von is ~150 ps. The

ficient compared to the UV dissociation, except in somewhat calculations presented here are in good agreement with this

unique circumstances. For example, Donaldson, Vaida, Tuck, estimate. Figure 12a, for example, shows that about 75% of
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HNO; excited tovoy = 6 dissociates within 100 ps. This can (2) Solomon, SRev. Geophys198§ 26, 131.

it ; iai (3) Wennberg, P. O.; Cohen, R. C.; Stimpfle, R. M.; Koplow, J. P;
belcompared to an _a;]/erage “f?tm}g with r'iSpﬁCt tOfCOIIISI?nS Anderson, J. G.; Salawitch, R. J.; Fahey, D. W.; Woodbridge, E. L.; Keim,
at 1 atm pressure with Nor O, of ~170 ps. At the surface o E.R.; Gao, R. S.; Webster, C. R.; May, R. D.; Tochey, D. W.; Avallone,

the earth, then, some of this vibrationally hot HN@ay be L. M.; Proffitt, M. H.; Loewenstein, M.; Podolske, J. R.; Chan, K. R.; Wofsy,
collisionally deactivated if the quenching efficiency of Bnd S. C.Sciencel994 266, 398.

; ; u ; ” (4) Turnipseed, A. A.; Vaghjiani, G. L.; Thompson, J. E.; Ravishankara,
Oz is large. In this case, the transfer of the “hopping hydrogen™ , 2™} e, Phys1992 96, 5387,

to O, may contribute to the overtone photochemistry, although *(5) schiffman, A.; Nelson, D. D.; Nesbitt, D. J. Chem. PhysL993

given the magnitudes of the dissociation and collision lifetimes, 98, 6935. _

it would be expected to be a minor pathway. For HNQcited Che(nﬁ) I!\)"hyyirlsé;- '—1-6;05?2'1'\‘- R.; Hu, B.; Kitchen, D. C.; Butler, L.JI.

to voH = 7, essentially all Of, the HNQdISSpCIF;ltES within 100 @] Assenmdcherz F.; Gutmann, M.; Noack, F.; Stert, V.; Radloff, W.

ps (Figure 12b) so that collisional deactivation should be less appl. Phys. B200q 71, 385.

important. (8) Schlutter, J.; I_(Ieinermanns, KChem. Phys. Lettl992 192 94.
The identification of HOON as an intermediate in HONO ~ _ (9) Jolly. ©. ?iggé”%ftggg? L.; Mckenney, D. J.; Paraskevopoulos,

photpdissociatiqn via the overtone absorptioq is intriguing.in '(1'0) Che.ng,yB. M. Lee, J. W.: Lee, Y. B. Phys. Chem1991, 95,

that it suggests it may also be an intermediate in the recombina-2814.

tion of OH with NO to form HONO. In an analogous reaction, (11) Lo, W. J,; Lee, Y. PJ. Chem. Phys1994 101, 5494.

the OH + NO, recombination was only relatively recently 83 Eio‘g",Lu%grsj’d;"’(‘:“H eJr;qBbﬁfsysLFﬁQSan%iigfileSM

recognized to proceed via two Chanh@i’é}s’lm the first (14) Novicki, S. W.; Vasudev, RChem. Phys. Lettl991 176, 118.
corresponding to addition of the OH radical to the nitrogen of  (15) Zhang, J. S.; Amaral, G.; Xu, K. @\bstr. Pap. Am. Chem. Soc.
NO, and the second to addition to an oxygen of NO 1999 217, U324.
(16) Shan, J. H.; Wategaonkar, S. J.; VasudevCRem. Phys. Lett.
M 1989 158 317.
OH+ NO, HONG, (17) Wategaonkar, S. J.; Shan, J. H.; VasudevCRem. Phys1989
139, 283.
— HOONO (18) Grana, A. M.; Lee, T. J.; Headgordon, Nl. Phys. Chem1995
Identification of HOON as an intermediate in the HONO 99 3493.

) (19) Bai, Y. Y.; Segal, G. AJ. Chem. Phys199Q 92, 7479.
overtone photochemistry suggests that there may also be two (20) Staikova, M.; Donaldson, D. Bhys. Chem. Chem. Phy2001, 3,

paths for the OHt- NO reaction, one corresponding to addition 1999.
of the OH to the nitrogen and the second to addition of OH to 48((5231) Vasudev, R.; Zare, R. N.; Dixon, R. N. Chem. Phys1984 80,

the oxygen of NO (22) Shan, J. H.; Vorsa, V.; Wategaonkar, S. J.; VasudeVJ, Rhem.

M Phys.1989 90, 5493.
OH+ NO—HONO (23) Dixon, R. N.; Rieley, HJ. Chem. Phys1989 91, 2308.
— HOON (24) Vasudev, R.; Wategaonkar, S. J.; Novicki, S. W.; Shan, AGS
Symp. Serl992 502 279.

Experiments to probe a contribution from this second channel 19&%5)16?22'41 H.. Wategaonkar, S. J.; VasudevCRem. Phys. Lett.
are needed to assess Whet_her it occurs and what the lifetime ™ 56) cotting, R.; Huber, J. Rl. Chem. Phys1996 104 6208.
and fates of the intermediate formed by the OH NO (27) Hennig, S.; Untch, A; Schinke, R.; Nonella, M.; Huber, JCRem.
recombination are under atmospheric conditions. The lifetime Ph2'255939 12|9N5|’3-P G. IChem. Phys. Letf1999 313 332

: e s ppel, M.; Paramonov, G. em. Phys. Le .
of this species is sufficiently short at room temperature that 5o Joio 1S 1 ‘Stickdand, R. J.. Ashfold, M. N. R.. Newnham, D.
techniques such as matrix isolation spectroscopy might be a :'wiills, I. M. J. Chem. Soc., Faraday Trans991, 87, 3461.
needed, if indeed this intermediate is observable. (30) Reiche, F.; Abel, B.; Beck, R. D.; Rizzo, T. B. Chem. Phys.

Finally, the photochemistry of nitric acievater complexes 200g 112 *_38h*35- - Abel B.: Beck o ch o

is of interest because of their potential importance on surfaceszo(()zl)n%e'fo;éf” Abel, B.; Beck, R. D.; Rizzo, T. B. Chem. Phys.
in the atmosphere. Thus, reactions of oxides of n?trogen.such (32) Fleming, P. R.; Li, M. Y.; Rizzo, T. RJ. Chem. Phys1991 94,
as NQ often generate HN&on the surface where it remains  2425. _ _
adsorbed?5 There is increasing evidence that some of the Phgi?g%‘;‘gl%r?aggi'l?Gorma"rM-P-?K'”gvA-M-?C”mv F..F.Chem.
adsorbed acid is complexed to watét,but the structure, (34) Sinha, A.; Vanderwal, R. L.; Crim, F. B. Chem. Phys1989 91,
chemistry, and photochemistry of such nitric acidater 2929,
complexes remain unknown. However, they are potentially 40&35) Sinha, A.; Vanderwal, R. L.; Crim, F. B. Chem. Phys199Q 92,
important in the troposphere m_that surfaces holding nitric acid (ée) Donaldson, D. J.: Tuck, A. F.: Vaida, Chem. Re. 2003 103
are known to generate HONO in the presence of surfight® 4717,
and, under some conditions, react with gaseous NO to generate (37) Donaldson, D. J.; Frost, G. J.; Rosenlof, K. H.; Tuck, A. F.; Vaida,
NO,.11%-121 The present work suggests that the overtone V. Geophys. Res. Lett997 24, 2651.

; : ; T (38) Donaldson, D. J.; Tuck, A. F.; Vaida, Yhysics and Chemistry of
absorptlons will not contribute to renoxification, but rather the Earth Part C: SolarTerrestial & Planetary Scienc200Q 25, 223.

simply dissociate the HNg-H.O complexes. (39) Oppel, M.; Paramonov, G. KChem. Phys199§ 232, 111.
. (40) Oppel, M.; Paramonov, G. KChem. Phys1999 250, 131.
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